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Abstract—Cloud computing is a new computing paradigm
that enables businesses to use IT without incurring significant
upfront costs. The recent introduction of cloud computing has
altered everyone’s perception of infrastructure designs, software
delivery, and development methodologies. Despite the obvious
advantages of cloud computing, security remains a key worry,
limiting cloud adoption. When considering an insider attack, the
term ”malevolent insider” comes to mind, yet a malicious insider
is one of the organization’s legitimate users. Based on his or her
job, a valid user inside the company normally gets access to an
extraordinary amount of information on a much larger scale.
Insider threat, categorization, and relevance to specific cloud
environments are discussed here so that we may be prepared
with the greatest protection. We have decided to motivate our
review paper to detect insider attacks and prevent insider attacks
in cloud computing. The goal of our research is to identify and
create a taxonomy of insider attack and its defenses.

Index Terms—cyber security, cloud computing, insider attack,
insider attack detection.

I. INTRODUCTION

Among other cyber threats, insider attacks are the key threat

to different kinds of organizations not excluding governments.

Recently we can see several kinds of data leaks which affect

each organization’s reputation. Wikileaks, Stuxnet, Sony attack

and so on are the most dangerous insider attacks that have

been performed in recent days [1]. Private companies, govt.

Organizations, Media houses and socially politically important

organizations are the main target of those insider threats.

Organizations often take precautions and measures against

the threats of outsides. But the employees, vendors work

closely with them. They know the weakness and the network

structure of that particular company. They can easily collect

information about the network infrastructure, its devices and

its vulnerabilities.

Insiders often do abnormal activities to gain access. Based

on research covered we can categorize insiders into several

types. Different research papers have described the types

differently. We have studied them and found out seven types of

insider threats with some of them having slightly difference.

They are Malicious, Accidental, Career Oriented, Negligent,

Oblivious, Mischievous, Emotional.

Malicious insider is who intentionally looks for credentials

maliciously to steal information for financial and personal

gain. This kind of insider sells information to the competitors.

This kind of insider basically has complete knowledge about

the security policies and vulnerabilities of the organization [2].

Rogue Admins, Perpetrator, Traitor, Terrorist are groups that

can be told as Malicious.

Some times employees mistakenly do some damage to the

company network or delete sensitive data, they can be told as

Accidental Insider Threats.

There are employees who has high ambitious in their career.

They got offers from competitor to remove data or important

credential of his/her own company. We can segmented as

career oriented.

Negligent insider basically make common types of mistakes

and are generally careless about the security policies of that

organization. They unknowingly expose the organization’s

security to the outsiders. Employees click insecure links which

may lead to a successful bridge of connection with the attacker.



Fig. 1. Different kinds of insider

Oblivious Attacker targets this kind of insider and gains

access to the organization’s network infrastructure by harvest-

ing his/her login credentials. Social engineering is a technique

representing malicious activities that are targeted through hu-

man interactions to either inject malware or retrieve sensitive

information. It applies psychological manipulation to trap

users making security mistakes or overlook associated risks

[2]. Detecting this kind of attack is very difficult in a sense

that the attacker is using valid credentials to enter the system.

Insider can be harmful to company if they emotionally do

some damage. If there are any hard word going on between

management and the employees, emotionally vulnerable em-

ployees can be turned into insider threats for the company.

Mischievous insiders are the employees who likes to take

risk and try new things. For their experiments or trying new

things they can be the cause of data ex-filtration.

1) Challenges: After reviewing several research paper we

have come out some challenges that needs to address while

addressing insider attack: 1) Educate employee to report of

suspicious activities 2) Identifying and Monitoring suspicious

transaction behavior 3) Measuring deviance in the automated

tools We would like to continue the study and find the

challenges and will proposed a complete taxonomy.

2) Our Contribution: If organizations want to fight against

malicious insiders they need to take both prevention and detec-

tion techniques. In this paper a complete review of prevention

and detection techniques will be presented. In addition to

that the challenges of the detection techniques will also be

covered. We will evaluate recent detection techniques used

by several organizations. A complete taxonomy on different

types of detection, prevention and mitigation techniques will

be presented.

II. LITERATURE REVIEW

Cloud computing is an emerging technological function that

enables the deployment of computer resources and services

in a flexible and dynamic manner. Despite the potential ad-

vantages of cloud computing, there are still worries regarding

cloud service security and privacy. Because the usage of cloud

services has an influence on the security postures of businesses

and critical infrastructure, it’s necessary to recognize and

manage the new dangers and hazards that this new paradigm

has presented. Internal risks in cloud computing were the

focus of this study’s authors, an area that has received little

scholarly attention thus far. The authors adopted a broad

approach to the problem, differentiating two scenarios: fighting

against a malicious insider working for the cloud service, and

safeguarding against an insider working for a corporation that

decides to outsource some or all of its IT infrastructure to the

cloud. To alleviate the situation, possible difficulties for each

scenario are identified, and effective remedies are provided.

[3]

This [4] study looked at malicious insiders in general and

especially with regard to cloud computing. While the existing

CERT and RAND definitions are sufficient to safeguard in-

siders in cloud computing, they fall short of capturing the full

scope of the vast and complex idea of cloud computing. It was

shown that the line between outsiders and insiders in the cloud

ecosystem may be hazy at times, and that there are several ad-

ditional participants in the cloud ecosystem, including family

and friends, acid clouds, nation-states, organized crime, and

other cloud customers. Insider assaults in the cloud ecosystem

will be difficult to detect in a variety of ways, including

through the cloud platform. Customers are usually uninformed

about the mechanics of data management. As a consequence,

the consumer has no idea where their data is kept or how

many copies there are. In many circumstances, the terms of

service will permit the usage of third-party organizations that

the customer is ignorant of.

The authors discuss the common conception of a cloud

insider as a rogue administrator of a service supplier, but

they also suggest different other cloud-related insider threats:

the insider who uses cloud systems to control an in-house

employer’s local data sources, and the insider who conducts

cloud-based threats for stealing information from a cloud

system. They also detailed a cloud service provider’s hierar-

chy of administrators, demonstrated how the nature of cloud

system designs allows for successful attacks, and presented

real-world examples of insider threat attacks with required and

likely responses. [5] Cloud-related insider threats are widely

considered a critical issue by cybersecurity professionals, but

this danger has not yet been studied in depth. We believe that

the fundamental basis of existing insider threats will remain

fundamentally unchanged in a cloud computing environment,

although this paradigm exposes new options for exploitation.

We describe the general concept of a data center insider as

a rogue assistant to a service provider, but we also present

two other cloud-related insider risks: the insider who exploits

a cloud-related vulnerability to steal information from a cloud

system and the insider who uses cloud systems to conduct an

attack on an employer’s local resources. We even describe the

hierarchy of administrators at a cloud provider and present



real-world cases of insider attacks. [5]

Artificial intelligence (AI) is one of the most dependent

on Cloud computing on the other hand, has found several

applications and is widely being explored in providing security

specifically for IoT devices. Malicious insider attacks are

the biggest security challenge related to the IoT devices.

Although, most of the analysis in IoT security has pondered on

the suggesting of preventing illegal and unauthorized access

to systems and information; sadly, the foremost damaging

malicious insider attacks that square measure typically a con-

sequence of internal exploitation among Associate in Nursing

IoT network remains unaddressed. Therefore, the main target

of this analysis is to sight malicious insider attacks within the

IoT surroundings mistreatment AI. This analysis presents a

light-weight approach for detective work insider attacks and

has the potential of detective work anomalies originating from

incoming knowledge sensors in resource forced IoT environ-

ments. The results and comparison show that the planned

approach achieves higher accuracy as compared to the state

of the art in terms of: improved attack detection accuracy,

minimizing false positives and reducing the computational

overhead. [6]

This section proceeds with a security mechanism in the

RPL protocol. An intrusion detection system (IDS) will be

accustomed to detect attacks on a system. The role of an IDS

is to monitor the performance of a laptop or network system

and to investigate it for signs of intrusion. In an IDS, 3 main

modules of observation, identification, and analysis are used.

The primary module observes network traffic and resources.

Identification and analysis are the most parts of an IDS

that are used to notice intrusion supporting a particular rule.

Necessary alerts may well be sent when distinctive network

intrusions. IDS will be accustomed to monitor unknown traffic

in a chosen node, observe the performance of each network

and nodes, and notice each external and insider attack. In

general, this is four varieties of IDS: signature-based, anomaly-

based, specification-based, and hybrid. Signature-based IDS

focuses on distinctive ”known attacks,” therefore it’s addition-

ally referred to as rule-based intrusion detection. This system

involves signatures or some predefined patterns that may be

held on during an info. Depending on a predefined pattern

or individual attack signature, every attack will be known by

exploring parameters that are acknowledged during an info for

an insider attack. The better-known parameters are the attack

signature and, thus, the kind of an IDS. The limitation of this

method is that unpredictable attacks on the system can not

be detectable. Therefore, it’s necessary for the database to be

frequently updated with new attack or signature patterns. [7]

Insider threats are far less common than external network

attacks, but can nonetheless do significant damage. Tradi-

tional methods for detecting insider threats rely on rule-

based approaches developed by domain specialists. Insider-

threat detection methods based on user behavior modeling

and anomaly detection algorithms are proposed. Anomaly

detection can function well for unbalanced datasets with

minimal insider threats and no domain experts’ knowledge.

We created three types of datasets based on user log data:

a daily activity summary, email contents subject distribution,

and a user’s weekly email conversation history. Then, we used

four anomaly detection techniques and their combinations. An

insider-threat detection system based on anomaly detection

techniques and user behavior modeling. Each row is asso-

ciated with an instance (user-day, email content, user-week).

Insider-threat models replicate real-world organizations where

just a few insiders’ behaviors are potentially harmful. When

expanded to include the top 30% of anomaly scores, more

than 90 percent of real anomalous behaviors were recognized

for two of the three positions studied. The threat detection

rate for malicious emails increased dramatically when the top

30% of suspicious emails were monitored. Despite the fact

that the CERT dataset was crafted to include a variety of threat

scenarios, it is still a simulated and artificially formed dataset.

The suggested framework could be further proven if verified

using a real-world dataset. [8]

Insiders are suspected in 27 percent of all cybercrime

occurrences, and 30 percent believe the damage produced

by insiders is more severe than that caused by outside at-

tackers. Insider threats are one of the most difficult assault

models to combat just like they are in the real world. In

a study of economic crime, internal fraudsters were shown

to be the primary culprit in 29% of cases. Only 11% of

respondents believed their organization was not vulnerable to

insider assaults. 89% said their firm was at least somewhat

vulnerable to such assaults. Insiders are authorized users who

have legitimate access to sensitive/confidential information.

Unintended insider threats have become more common in

recent years. There is a lot of motive to deal with insider

threats, and it’s just going to get stronger. [9]

In [10] author discussed about the prevention and detec-

tions techniques. To cope up with insider attack organizations

should concern more about their prevention techniques. Before

employment they should monitor suspicious or disruptive

behavior before employment. Company should check back-

ground of the employee and previous employment history. If

he/she has any kind of suspicious activity record he/she should

not have been recruited. Employees need to use different

kind of devices to run office work, they also use personal

devices. According to [] Microsoft windows has developed

group policies by which admin can control the devices to

be installed in the system. There is a system named Virtual

Desktop Infrastructure (VDI), in which data stored in a remote

server and user interact with locally installed application.

This prevents user from initiating data exfiltration. [9] Table

I describe briefly represent the above mention prevention

techniques.

Detection technique can be segmented by three phases;

detection by disruptive behavior, by automated tools, by hu-

man signals. The methods of those three types of detection

technique has been shown in Table II. In our finding we have

also identified the challenges for those detection techniques.

[2]



III. METHODOLOGY

At first, the search keywords were decided on which was

used for selecting literature for our review paper. The ‘AND’

and ‘OR’ syntax is used while searching. ‘AND’ here defines

the word that was surely used for searching and ‘OR’ describes

any of the words that can be chosen from the selected words.

Search keywords are shown in Table 2. And Inclusion and

Exclusion Criteria has been discussed in Table 3.

A. Research Questions

i) Is the idea and classification of Insiders are clearly

achieved? ii) Can further researchers will get an overall idea of

the classification of insiders? iii) Does Insider attacks depend

on only technical or hardware/software perspective? iv) How

can We use this work for future purposes? v) What Corporate

can do to detect, prevent and mitigate insider attacks and how

do this? vi) What the motivations, vulnerabilities of insider

threats? vii) How can use techniques of insider attack detection

and prevention in cloud security?

We have already discussed a comprehensive classification

of Insiders. The classification includes malicious, negligent,

accidental, oblivious, mischievous, career-oriented, and emo-

tional. We have discussed the insiders’ properties in previous

sections.

IV. DETECTION TECHNIQUES

1) Honeypot: It is a detection process of cyber security that

main system is essentially a parent process with multiple child

processes handling individual tasks. Service Log Monitors:

These programs are in charge of interpreting service log files.

The data from the various service logs is updated in an in-

memory cache/standard data pipeline that is shared with the

parent process. The system now consists of four service log

monitors, each of which is responsible for monitoring exposed

services such as SSH, FTP, HTTP, and MySQL.





Fig. 2. A Taxonomy on Detection and Prevention Technique of Insider Attack

The parent process manages the Action process, which takes

any action depending on the suspicious events reported by

the Service Log Monitors. The action is determined by the

severity of the malicious events that have been triggered for a

specific IP address. Normal, Possible Attackers, Attack pattern

discovered, and blocked are the three sorts of activities in

the severity table. The system will just allow any additional

communication from that particular remote server in the Nor-

mal phase. The remote host packet count does not reach the

threshold value during the normal phase.
2) Host Based Profiling: Internal events on host machines

are analyzed, and behavioral patterns that deviate from normal

system and process activity are detected by host intrusion

detection systems. Application updates are an important com-

ponent of observing process behavior since they can affect

an application’s behavior while also potentially helping to

construct a profile for the application by observing its update

patterns. During a 100-day investigation period, we observe

the update frequency and patterns of a set of programs on 100

machines. Our preliminary findings suggest that unambiguous

software update trends can be detected and used to profile

operations.

3) Automated Tools: The acronym ’ATR,’ which stands for

automatic threat recognition or assisted target recognition, is

widely used to refer to automatic detection tools. To create

such solutions, big data, cloud computing, machine learning,

and advanced data analytics have been effortlessly combined.

4) Network Based Approach: Computer networks have

given global communication new dimensions. Intrusions and

misuses, on the other hand, have always posed a threat to

safe data exchange via networks. As a result, network security

has become a concern. In today’s security infrastructures,

intrusion detection systems are critical. Intrusions usually

begin with intruders breaking into a network via a vulnerable



host and then approaching for further harmful attacks. The

intrusion detection techniques employed have their own set of

restrictions. Any of the intrusion detection systems that have

been proposed thus far are not without flaws. Both host-based

and network-based systems have their own set of constraints.

As a result, the drive for improvement continues.

5) Human signal: Every employee in a company should

be regarded as a member of the detection system. However,

in order for this ideology to work, people must first understand

what is right and wrong, then know what to report, how

to report what they believe is a possible incident, and feel

comfortable following through with the complaint. To do

this, the security program must develop an environment that

encourages the dissemination of required information while

also providing the necessary level of comfort. An incident

detection algorithm is much stronger when you can establish

this type of environment. In addition, the organization’s ability

to react has improved. This chapter takes readers through the

challenges of building an environment in which everyone is

enlisted to help with the security program.

6) Behavior Analyzing: To facilitate remote management,

monitoring, and reporting, cyber-physical systems (CPS) are

frequently network connected. As a result of this integration,

they are vulnerable to cyber attacks emanating from an un-

trustworthy network (e.g., the internet). When a network’s

security is breached, an attacker risks corrupting the system’s

functions, which could result in disasters. As a result, detecting

intrusions into mission-essential CPS is critical. Signature-

based detection may not be suitable for CPS, whose complex-

ity may limit the use of any concise signatures. Due to the

CPS’s complexity and dynamics, as well as inaccuracies and

incompleteness of design documentation or operation manuals,

specification-based detection necessitates exact definitions of

system behavior, which might be difficult to achieve. Formal

models, to be precise.

7) Integrated Approach: The attack detection rate is rela-

tively high; this can be accomplished by combining a layered

technique with enhanced fuzzy multi-objective particle swarm

optimization, which successfully selects features. The fuzzy

based support vector machine approach is useful for detecting

anomalous attacks. When compared to previous systems that

take a long time to train to detect unknown attacks, the newly

presented system is likely to be more efficient in detecting

U2R attacks. In addition, our technology detects in a very

short amount of time. The proposed system has a detection

rate of up to 99.1

V. PREVENTION TECHNIQUE

A. Awareness of cyber security

What is the Importance of Cybersecurity Awareness? Cy-

bersecurity events, like other types of incidents, can cost a

lot of money. If you’re having trouble deciding how much

money to spend on cybersecurity training, tools, or talent,

consider risk management. With the amount of cyberattacks

increasing every year, the risk of not educating your personnel

on cybersecurity awareness is only increasing. Cybercriminals

are always devising new ways to get around the most up-

to-date defensive systems and technologies, landing in your

employees’ inboxes and browsers. In only 2021, humans were

engaged in 85

B. Encryption data

Encryption is a cybersecurity strategy that secures private

and confidential data by scrambling it with unique codes

that make it impossible for outsiders to read. Encryption

ensures that an institution’s private data encryption procedure

is simple. The plaintext data is translated into unreadable

data, also known as ciphertext, using an encryption key and

a specific encryption technique. Intruders will not be able to

read the data if they get past the system security measures

because the jumbled data can only be decoded with the

associated encryption key. Secure Sockets Layer (SSL) is a

data encryption protocol used by websites to protect sensitive

user information. It protects sensitive user data in transit to

and from the website from being accessed by intruders. The

URLs of websites that have incorporated SSL security feature

a padlock icon and use ”https” instead of ”http” for their link

address. The usage of SSL ensures that the website’s users are

protected.

C. Data leakage Prevention

The practice of identifying and preventing data breaches,

exfiltration, or unauthorized deletion of sensitive data is known

as data loss prevention (DLP). DLP is used by businesses to

protect and secure their data while still adhering to rules.

The term ”data leakage prevention” refers to defending

companies against both data loss and data leaking. When vital

data is lost to the enterprise, such as in a ransomware attack,

it is referred to as data loss. The goal of data loss prevention

is to prevent data from being transferred outside of a business.

DLP is commonly used by businesses to:

Protect Personally Identifiable Information (PII) and follow

all applicable laws. It is vital for the organization to protect

its intellectual property. In large businesses, achieve data

visibility. In BYOD (Bring Your Own Device) situations,

secure your mobile workforce and enforce security.

1) Ongoing Attack Monitoring: We look for mitigation

controls for 17 different forms of cyber threats, including ac-

count compromise, unauthorized access, ransomware, network

intrusions, malware infections, sabotage, and security policy

violations, among others.

2) Cloud Security Monitoring: Microsoft 365 includes

more than 280 security options. Hundreds of security setting

options are available in Amazon Web Services and Azure.

D. Prevention Data Exfiltration

Keeping sensitive data inaccessible to unauthorized third

parties is an important function of computer and network

security. This document examines the features of data exfil-

tration threats and discusses industry-wide data security best

practices. It demonstrates how to leverage Google Cloud’s

tools and features to mitigate risks, detect data exfiltration,



and respond to data exfiltration incidents. Security risks and

defense strategies will be described in a cloud-independent

environment whenever possible. The changing legal landscape,

particularly the European General Data Protection Regulation

(GDPR), which takes effect in 2018, has placed a renewed

emphasis on the deployment of data exfiltration prevention

methods.

E. Protection Against Rogue Administrators

A cloud service provider’s malicious administrator Re-

searchers most frequently address this cloud-related insider.

Theft of sensitive information, leading to a loss of data con-

fidentiality and/or integrity, is a common assault proposed by

this insider. This threat’s insider might be motivated by money,

which is a frequent incentive for theft of intellectual property

or fraud. IT sabotage, on the other hand, is a type of assault in

which an employee tries to harm an employer’s IT infrastruc-

ture i)Strict Supply Chain Enforcing ii)Conducting Supplier

Assessment iii)Include Human Resource requirements in legal

contracts. iv)Apply transparency policy in overall management

practice v)Introduce notifying processes for security breaches

F. Use Flaws to Gain

The insider within the business who exploits vulnerabilities

revealed by the usage of cloud services to obtain unauthorized

access to organization systems and/or data is the second

form of cloud-related insider threat that security researchers

generally miss. This might be intentional or unintentional, and

it’s occasionally made possible by discrepancies in security

rules or access control models between cloud-based and local

systems. Because direct administrative control of technology

and data is difficult for an organization to implement fast, this

threat may succeed. i) Diligence and planning in implementa-

tion. ii) Maintaining cloud services. iii) Properly maintained

responsibilities iv) Privilege Controlling v) Auditing Consis-

tently vi) Taking care of data loss

G. Using the Cloud Services to Initiate Obnoxious Activities

The third form of cloud insider is someone who utilizes

cloud services to launch a cyberattack on his own company.

This is comparable to the previous sort of insider, which targets

cloud-based systems or data. The third sort of insider, on the

other hand, uses the cloud as a tool to carry out attacks on

systems or data that aren’t necessarily affiliated with cloud-

based services.

1) Protections/Solution: Using data loss prevention tools

can be effective for the detection of sensitive data being sent

via email or uploaded to storage. Limit employee access to

resources under host-based controls.

Existing data protection techniques, such as encryption,

have proven ineffective in stopping data theft attempts, par-

ticularly those carried out by a cloud provider’s insider. They

recommended employing offensive decoy technology to secure

data in the cloud in a novel way. They kept track of data

access in the cloud and identified any unusual tendencies.

They started a misinformation assault by returning significant

volumes of decoy material to the attacker when illegal access

is detected and then validated using challenge questions. This

prevents the user’s personal information from being misused.

Experiments in a local file setting show that this method might

give unparalleled levels of user data protection in a Cloud

context.

These threats can be minimized by cloud developers

through the deployment of identity and access management

(IAM) technologies and two-factor authentication. Checking

the background and monitoring the behavior of privileged em-

ployees is essential to reduce malicious activities of insiders.

Security breach notification system to be implemented.

VI. OUR FUTURE WORK PLAN

Traditionally, a large number of malicious insiders were

motivated by petty motives such as vengeance, work conflict,

and entitlement. This is still true today. Profit, outside influ-

ence, and ideology are now becoming more important factors,

leading to longer, more sustained, and more untactful insider

attacks. i) Easier Attack Vector ii) Digital Black Markets iii)

Remote Employment Vulnerabilities iv) Modern technology

use v) Increase Privilege escalation vi) Data Transfers Security

improve with data ex filtration

VII. CONCLUSION

Our paper which focuses on the detection and prevention

of insider attacks, demonstrates that the Work from Home

movement has revealed a blind spot in visibility to employee

behavior. The potential of insider trading is a serious concern

for all corporation. A recurring research difficulty has been

developing an effective mitigation technique to fight the issue.

Security has prioritized external threats while treating insiders

as trusted simply because they are on the corporate network.

Organizations must be alert to suspicious and malicious ac-

tivities, particularly those occurring within the insider threat

kill chain. At the same time, workforce cyber intelligence

efforts must not be interpreted as employee spying or an

unfounded lack of trust. Traditional cyber security and work-

force monitoring tools lack the context and abnormal behavior

insight needed to detect malicious activity. Moreover, they lack

the ability to do so while also fostering a culture of trust.

We have explained, reviewed, and discovered some detection

and prevention techniques based on our taxonomy to protect

against insider threats and how organizations can protect their

sensitive data and the privacy of their workforce.
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